
Artistic Vision: Providing Contextual
Guidance for Capture-Time Decisions

Jane L. E
Stanford University
Stanford, CA 94305, USA
ejane@stanford.edu

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).

Copyright held by the owner/author(s).
C&C ’19, June 23–26, 2019, San Diego, CA, USA
ACM 978-1-4503-5917-7/19/06.
https://doi.org/10.1145/3325480.3326555

Abstract
With the increased popularity of cameras, more and more
people are interested in learning photography. People are
willing to invest in expensive cameras as a medium for
their artistic expression, but few have access to in-person
classes to help improve upon their artistic skills. Inspired by
critique sessions common in in-person art practice classes,
we propose design principles for creative learning. We fo-
cus on applying these principles to design new interfaces
that provide contextual in-camera feedback to aid users in
learning visual elements of photography. We interactively vi-
sualize results of image processing algorithms as additional
information for the user at capture-time. In this paper, we
describe our design principles, and apply these principles
in the design of three guided photography interfaces: one to
explore lighting options for a portrait, one to highlight overall
composition, and one to aid in de-cluttering.
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Introduction
As cameras become smarter and more pervasive, more
people want to learn to be better content creators. How-
ever, currently cameras provide limited aid in improving the
aesthetic quality of the user’s photographs. For an ama-
teur who is interested in photography, but has limited train-
ing and equipment, the prospect of trying to take a “good”
photo can be somewhat daunting. There are many vari-
ables to adjust: camera settings, location, and when a sub-
ject is present, their pose and expression, etc. In the mo-
ment, while framing a photo, these numerous considera-
tions can be distracting and challenging to navigate.

Our goal is to leverage computation to provide users with
context-aware feedback that allows them to capture in a
more informed and intentional way, without impeding their
ability to make their own aesthetic and creative decisions.
In particular, we want to take advantage of the strengths of
computation, to provide additional information in the form
of in-camera feedback. Realizing this feedback through vi-
sualizations of computational results provides users with
new lenses of sorts with which to see the camera viewport.
The goal of these lenses is to allow users to become more
aware of their artistic decisions and preferences, and ulti-
mately help users take better photos by implicitly teaching
them about visual elements of photography.

butter�y

PRT match

90°

28°

 0°

loop

PRT match

split

PRT match

Figure 1: Butterfly, loop, and split
lighting styles generated at a fixed
location. Given a 360◦ HDR
environment map and a target
lighting style (top right), the tool
automatically identifies the optimal
angle for reorienting the subject to
match the desired lighting (top left)
and visualizes the scene at this
orientation (bottom right).

Related Work
While much work exists for automatically improving images,
in-camera guidance interfaces to aid the user are limited.
Mitarai et al. discovered that professionals tend to use mul-
tiple compositions in a single image. They presented a sys-
tem that detects photographic elements (lines and saliency)
in a captured photo to determine the closest composition.
It displays visual guidance to propose an additional com-
position [6]. Li and Vogel presented a system specifically

for capturing selfies. They learn aesthetic models for face
position, face size, and lighting direction, and display guid-
ance to help users achieve the idea camera distance and
orientation [5]. My research aims to further understand how
to design in-camera guidance that allows users to better
consider artistic choices based on photography concepts.

Guided Photography Design Principles
Our approach is to design interfaces that provide guidance
to help users learn as they practice photography. This re-
quires addressing both learning and creativity principles.

Learning Principles
Ambrose et al. describe seven principles around how stu-
dents learn based on the Science of Learning [1, 3]. We
focus on two of these principles, practice and feedback, that
most closely align with the practice of having critique ses-
sions in in-person art practice classes.

Practice. “To develop mastery, students must acquire com-
ponent skills, practice integrating them, and know when to
apply what they have learned” [1]. Photography guidance
should help users apply visual principles directly in the con-
text of the image they are currently trying to capture.

Feedback. “Goal-directed practice coupled with targeted
feedback enhances the quality of students’ learning” [1].
Photography guidance should suggest possible goals and
provide feedback on progress towards these goals.

Creativity Principles
When designing for creative education, it is also important
to consider the tools’ impact on the creative process and
artistic expression.

Confidence. Creative works tend to be particularly abstract



and subjective to assess, making it especially challeng-
ing for beginners to develop confidence. Does using the
guidance interface help the user feel more confident in the
quality of the final photo?

Ownership. Does the user feel ownership over the result-
ing photo? Did the user feel like they were able to express
their personal aesthetic style? Across users, is there vari-
ation in the photos or do they begin to converge in style? It
is important not to hinder the “artist’s hand.” Thus, we aim
to provide guidance subtly, in a manner that is not overly
prescriptive.

Figure 2: A set of (image,
composition template) pairs
computed by our algorithm.

User Interfaces
Here we describe three projects that tackle challenges as-
sociated with important visual elements of photography:
lighting, composition, and de-cluttering. Our preliminary
user studies and prototypes support our hypothesis that
these interfaces successfully promote creative learning by
following the aforementioned design principles.

Portrait Lighting
One of the most challenging and impactful considerations
in photography is lighting. In a portrait studio, it is common
to have a main light, fill light, and background light, as well
as rim lights, hair lights, kickers, etc., positioned in a way to
achieve a specific lighting style [4]. Non-experts generally
don’t have access to such equipment or have knowledge
of how to arrange them. However, even relying on available
light, the lighting on a face can vary drastically by just rotat-
ing the subject (Figure 1).

We leveraged this observation to design and implement an
interface that shows the photographer a gallery of possible
lighting styles achievable in the current environment, and
helps the photographer orient their subject to capture their

selected look. Determining this orientation requires knowl-
edge of the environment—specifically, the position of the
subject relative to lights in the scene. We do this by captur-
ing the environment with a 360◦ camera.

With regards to the learning principles, our interface en-
courages users to practice making portrait lighting deci-
sions in the context of the current subject and location. The
reorientation guidance provides feedback on how close the
user is to the target orientation/lighting. In a user study with
28 participants (20 amateur, 8 expert), several participants
expressed belief that using this interface would help them
learn: “I feel like I learned a lot about portrait lighting by
just using the interface once and I will definitely think more
intentionally about the lighting style that I want to achieve
when I take photos.” (P4).

In addition to learning, the studies also provide some ini-
tial support that the interface satisfies the creativity princi-
ples. When using the tool, participants were significantly
more confident in their performance (NASA TLX) of the
task of capturing a well-lit portrait (Wilcoxon-Mann-Whitney
Test [7]: Z = 2.8, p = .01).

Composition
One way of interpreting composition is by looking at align-
ment of visually important elements in an image with the
lines/intersection points of a composition grid. Currently
in articles, books, etc., photographers will describe pho-
tographic composition by manually highlighting individual
lines from such a grid to emphasize alignment choices of
the image. We want to automate this process to enable an
interactive guidance interface that provides these annota-
tions as feedback to help the user discover such alignments
directly in the context of the current camera image.



In order to better understand how to select lines to high-
light as well as understand the potential of such an inter-
face, we had 10 experts each annotate around 10 photos
(5 provided by us, 5 of their own) with these composition
lines. Given these images with an overlaid composition
grid, experts immediately highlighted certain lines that they
would’ve seen even without the grid. However, many noted
additional alignments or near-alignments that they noticed
due to the overlaid grid, and suggested potential adjust-
ments they may have tried in camera with this new per-
spective. This suggests that even experts who already have
training in intuitively visualizing these grids in their minds
may be influenced by such an interface.

Regarding implementation, many saliency algorithms ex-
ist that identify objects of visual prominence [2]. Thus we
generate composition templates to capture the set of lines
that best align with a saliency map. Figure 2 shows a few
composition templates generate by our heuristic algorithm.

Figure 3: After the user takes a
first photo (top left), the
experimenter draws an overlay that
approximates the image as
geometric shapes (top right). The
user is shown the photo with the
overlay and is given the option to
take another photo. Here, the user
chooses to make some
adjustments for the second
iteration (bottom).

De-Clutter
Once the photographer has decided on an approximate ori-
entation and framing, a range of adjustments in framing can
still significantly impact the quality of the final shot. With the
photographer mainly focusing on the subject and the ac-
tion, it can be easy for some unwanted objects in the back-
ground to go unnoticed. We propose abstracting the cam-
era image in order to allow the photographer to be more
aware of all elements of the image. The initial low-fidelity
prototyping has shown promise. In the photos shown in Fig-
ure 3, the user sees in the overlay, the clutter on the desk in
the background. For her final photo, she decided to take the
photo from a higher perspective angled downwards towards
the main subject of the photo (the person writing on a stack
of paper). This greatly reduced the prominence of the office
clutter and keeps the image more focused. Most partici-

pants exhibited similar behavior; upon seeing a photograph
with an abstracted overlay, users noticed unwanted clutter
and moved objects and/or reframed the image to keep them
out of the frame.

Evaluation Challenges
As described, we aim to design interfaces that encourage
creative learning. However, the goals of promoting creativ-
ity and learning are somewhat at odds. To avoid removing
any creative ownership, our algorithm avoids making ex-
plicit suggestions; this also means all “teaching” happens
implicitly–through users’ making more informed decisions
due to feedback the in-camera guidance.

Expert and self-assessment of the quality/diversity of pro-
duced work can provide some measurement of both cre-
ativity and learning. Additionally, we have seen some qual-
itative evidence that users believe they are learning. How-
ever, it is difficult to concretely evaluate learning. A possible
direction would be to try to measure levels of active, en-
gaged, meaningful, and socially interactive learning (the
four “pillars of learning”) [3]. We are still exploring how to
best evaluate based on these pillars, as well as considering
other metrics for evaluating creative learning.

Conclusion
In this paper, we presented our approach to designing
guided photography interfaces for learning and described
three concrete projects that take this approach. While these
projects are at varying stages of completion in terms of al-
gorithm and design, they have shown promise in terms of
both the learning and creativity principles defined. We are
excited to further explore this approach by building upon
these prototypes, and studying them with photographers of
varying skill levels.
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